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1 Introduction

1.1 Background

The concept of blind signatures was first introduced
by Chaum [6]. In blind signatures, a user interacts with
a signer and gets a signature. During the interaction the
signer cannot see the content of the document that he
is signing.

Pointcheval and Stern introduced a security notion
called one-more forgery [12] to define the security of
blind signatures. In a blind signature scheme that is se-
cure against one-more forgery, a user cannot get more
signatures than the number of interactions with the
signer [12]. Juels, Luby and Ostrovsky introduced a
general definition of blind signatures and formulated
two security properties: blindness and non-forgeability
[9]. Blindness means that the adversary cannot link a
signature to a corresponding message and non-forgeability
means that the adversary cannot get more signatures
than the number of interactions with the signer even
if the adversary undertakes, with the signer, adaptive,
parallel and arbitrarily interleaved interactive proto-
cols. They called such an attack an adaptive inter-
leaved chosen-message attack . They also showed that
there exists a blind signature protocol that is secure
(i.e. satisfies the two above security properties) against
an adaptive interleaved chosen-message attack if one-
way trapdoor permutations exist.

Canetti introduced the universal composability (UC)
framework as a new approach for analyzing the secu-
rity of cryptographic primitives and protocols [2]. In
the UC framework, it is guaranteed that a secure prim-
itive/protocol maintains its security even if other prim-
itives/protocols run concurrently. It allows us to com-
bine protocols and construct large systems easily.
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Since UC security requirement is very strong, it raises
the new question of whether conventional security no-
tions satisfy UC security. Canetti gave a positive an-
swer to this question on digital signatures and public-
key encryption (PKE). He showed that a UC-secure
signature scheme is equivalent to a secure (existential
unforgeable against chosen-message attacks) signature
scheme, and that UC-secure PKE is equivalent to se-
cure (semantically secure against chosen-ciphertext at-
tacks) PKE [2].

On the other hand, as a negative answer, Canetti,
Kushilevitz and Lindell showed that no (non-trivial)
two-party protocol can be UC-secure in the plain model
where we use no setup assumptions except for authen-
ticated communication [4].

Since a blind signature scheme is not just a two-
party protocol nor a simple primitive like signatures
and PKE, it is far from trivial to show the relationship
between UC security and the conventional security of
blind signatures.

1.2 Our results

In this paper, we show that the conventional secu-
rity of blind signatures is truly weaker than UC secu-
rity. That is, first we formulate the security of blind
signatures in the UC framework (i.e., define the ideal
functionality of blind signatures), and show that the
class of UC-secure blind signatures is a proper subset
of that of secure (in the sense of [9]) blind signatures,
assuming a one-way trapdoor permutation.

We then introduce a stronger security definition (stronger
blindness; SB-security) of blind signatures than that
by Juels et al. [9]. SB-security is more appropriate in
many applications (e.g., electronic cash and voting)
than Juels et al.’s. We then show that SB-security of
blind signatures is also truly weaker than security in
the UC framework. That is, we show that the class of
UC-secure blind signatures is a proper subset of that of



SB-secure blind signatures, assuming a one-way trap-
door permutation.

2 Preliminaries

2.1 Universal Composability

The Universal Composability security framework was
proposed by Canetti [2]. The main concern was to cre-
ate a new approach to the assessment of cryptographic
protocols. In traditional approaches, protocols were de-
fined for isolated execution. This is sufficient for small
or simple protocols and evaluating their security is rela-
tively easy. However, recent cryptographic systems con-
sist of many protocols and thus these protocols must
run in a complex environment where many protocols
may run simultaneously or concurrently. In such a sit-
uation, analyzing protocols by the traditional approach
is a virtually impossible. The security of the compound
protocol must be verified even if every component pro-
tocol is secure by itself.

In the UC framework, a protocol is defined as stand-
alone but it is guaranteed to run securely in any arbi-
trary environment. The framework guarantees that a
compound protocol consisting of just secure protocols
is also secure, which is called the universal composition
theorem. Thus, when analyzing a multi-protocol sys-
tem, we analyze each protocol in isolation, and the pro-
tocol maintains its security even if it is running within
an environment wherein another protocol may be run-
ning concurrently. The universal composition theorem
ensures that a cryptographic system consisting of se-
cure protocols is secure. The advantage of using this
framework is that protocols can be handled as mod-
ules. As mentioned above, we can easily construct large
secure systems by combining small and simple secure
protocols.

In the framework there are two worlds: the ideal
world and the real world. In the real world, there are
parties and the adversary. Parties interact with each
other according to the protocol. The adversary can con-
trol the delivery of the messages that the parties send
and may corrupt some parties during the execution.
When a party is corrupted, it has to follow the instruc-
tions of the adversary. In the ideal world, there are
parties, an ideal functionality, and the simulator. An
ideal functionality is the ideal behavior of the function
that a protocol should achieve. Parties cannot directly
interact with each other. They exchange messages and
interact via the functionality. The simulator can con-
trol message delivery and can corrupt parties as well as
the adversary. Furthermore we also consider the mid-
dle world, called the hybrid world, which lies between
the ideal world and the real world. In the hybrid world,
parties interact according to a protocol as in the real
world.

The UC framework also sets the special party called
the environment, which interacts with each world and
outputs a bit after the interaction. It can give as in-
put to the parties arbitrary strings and can read all
parties’ outputs. Additionally it interacts with the ad-
versary or simulator. It tries to distinguish these two

worlds by the interactions. We say that the environ-
ment distinguishes the two worlds if the difference be-
tween the probability that the environment outputs 1
after the interaction with the real world and that after
the interaction with the ideal world is non-negligible.
We say a protocol is UC-secure if for any adversary
there exists a simulator such that for any environment
the ideal world and the real world are indistinguish-
able. Moreover, we say such a protocol UC-realizes the
functionality in the ideal world.

2.2 Blind Signatures

The blind signature scheme was first introduced by
Chaum as a significant cryptographic technique [6]. Us-
ing this technique, a signer can sign a document with-
out seeing its contents, while in the standard signature
scheme the signer can read the document before signing
it.

A model of blind signatures
Juels, Luby and Ostrovsky formally defined the blind

signature scheme [9]. In their definition, a blind sig-
nature scheme is the four-tuple (Signer, User, Gen,
Verify). Gen(1k) is a probabilistic polynomial time al-
gorithm which outputs a pair of public key and se-
cret key, (pk, sk). Signer and User are polynomially-
bounded probabilistic interactive Turing machines. pk
produced by Gen is given to Signer and User as a
common input. Additionally Signer is given a corre-
sponding key sk, and User is given a message m. The
length of all inputs must be polynomial in the secu-
rity parameter 1k. They interact with each other ac-
cording to the protocol. After the computation, Signer
outputs either completed or non-completed, and User
outputs either fail or σ(m). When verifying the sig-
nature, Verify(pk, m, σ(m)) is a signature verification
algorithm which outputs either accept or reject. It is
required that for any message m and random choice of
Gen if both Signer and User follow the protocol then
Signer always outputs completed and Verify always out-
puts accept.

Security properties
Jules, Luby and Ostrovsky formulated the security of

blind signatures: blindness and non-forgeability. They
defined that;

Definition 1. A blind signature scheme is secure if
for all constants c and for all probabilistic polynomial-
time algorithms A, there exists a security parameter
kc,A such that for all k > kc,A the following two prop-
erties hold:

Blindness Let b ∈R {0, 1}, where b is kept from A. A
executes the following experiment:
1. (pk, sk) ← Gen(1k).
2. {m0,m1} ← A(1k, pk, sk).
3. We denote by {mb, m1−b} the same two docu-

ments {m0,m1}, ordered according to the value
of b, which is still kept from A. A(1k, pk, sk, m0,m1)
engages in two parallel interactive protocols, the
first with User(pk, mb) and the second with User(pk,
m1−b).



4. If the first User outputs on her private tape
σ(mb) and the second User outputs σ(m1−b)
then A is given as an additional input {σ(mb),
σ(m1−b)} ordered according to the correspond-
ing (m0,m1) order.

5. A outputs bit b̃.
The probability, taken over the choice of b, over
coin-flips of Gen, the coin-flips of A, and coin-flips
of both users in step 3, that b̃ = b is at most 1

2 + 1
kc .

Non-forgeability A executes the following experiment:
1. (pk, sk) ← Gen(1k).
2. A(pk) engages in polynomially many adaptive,

parallel and arbitrarily interleaved interactive
protocols with polynomially many copies of Signer,
where A decides in an adaptive fashion when
to stop. Let l denote the number of executions,
that Signer outputs completed at the end of step
2.

3. A outputs a collection {(m1, σ(m1)), · · · , (mj

σ(mj))} subject to the constraint that ∀i1, i2,
mi1 6= mi2 (i1, i2 ∈ {1, · · · , j}, i1 6= i2), and
that that all (mi, σ(mi)) for 1 ≤ i ≤ j are ac-
cepted by Verify(pk, mi, σ(mi)).

It follows that the probability, taken over, coin-flips
of Gen, the coin-flips of A and the coin-flips of
Signer, that j > l is at most 1

kc .

Notice that we here introduced non-forgeability as
normal non-forgeability (i.e., not strong non-forgeability)
while in [9], strong non-forgeability is defined as one
of the security properties. Jules, Luby and Ostrovsky
proved the following proposition [9].

Proposition 1. Assume that one-way trapdoor permu-
tations exist. Then there exists a polynomial-time blind
signature scheme, secure against an adaptive interleaved
chosen-message attack.

2.3 Stronger security definition

In Definition 1, adversaries use pk output by Gen.
When such a trusted party that issues pk does not ex-
ist, another party which is potentially corrupted may
generate pk. This situation does not match blindness in
Definition 1. Thus, we define as follows a stronger secu-
rity definition where we allow adversaries to generate
pk.

Strong Blindness Let b ∈R {0, 1}, where b is kept
from A. A executes the following experiment:
1. {pk, m0,m1} ← A(1k)
2. We denote by {mb,m1−b} the same two docu-

ments {m0,m1}, ordered according to the value
of b, which is still kept from A. A(1k, pk, m0,m1)
engages in two parallel interactive protocols,
the first with User(pk, mb) and the second with
User(pk, m1−b).

3. If the first User outputs on her private tape
σ(mb) and the second User outputs σ(m1−b)
then A is given as an additional input {σ(mb)
σ(m1−b)} ordered according to the correspond-
ing (m0,m1) order.

4. A outputs a bit b̃.

The probability, taken over the choice of b, the coin-
flips of A, and coin-flips of both users in step 2, that
b̃ = b is at most 1

2 + 1
kc .

Definition 2. A blind signature scheme is SB-secure
if for all constants c and for all probabilistic polynomial-
time algorithms A, there exists a security parameter
kc,A such that for all k > kc,A Strong Blindness and
Non-forgeability hold.

Lemma 1. If a blind signature is SB-secure then it is
secure (in the sense of Definition 1.).

Proof. We show that if there exists an adversary that
breaks security we can construct another adversary that
breaks SB-security. Because non-forgeability is the same
for both types of security, we concentrate on blindness.
Assume that A∗ breaks blindness. Here, we can con-
struct A that breaks strong blindness as follows. In-
stead of Gen, A randomly generates sk and pk, and
sends them to A∗. When A∗ outputs {m0,m1}, A out-
puts {pk,m0,m1}. A delivers messages from Users to
A∗ and vice versa during the interaction with them.
When A∗ outputs b̃ A also outputs it. The probability
that A succeeds in this guess is the same as that A∗’s
guess succeeds. Therefore if A∗ breaks blindness then
A breaks strong blindness. ut

3 UC Blind Signatures

In this section we define the ideal functionality of
blind signatures. The functionality provides a verifi-
cation key and at the request to issue a signature it
chooses a value from the distribution of the output of a
signature scheme. Thus, the behavior of the function-
ality depends on the signature scheme used in it. We
describe FΠ

BSIG in Figure 1, which is the ideal function-
ality of blind signatures parameterized by a signature
scheme Π. In Figure 1, Gen and Σ is specified by Π.
At the request of Signer, FΠ

BSIG sends a verification key
to Signer and all Users. When User sends FΠ

BSIG a re-
quest with a verification key to issue a signature, FΠ

BSIG

checks that the verification key is valid. If it is valid,
then FΠ

BSIG randomly chooses σ from Σ and sends it to
User. At the request of a verifier, it returns an output
according to the following scenario. In Figure 1, 2-(a)
is the scenario where v′ and (m′, σ′) are valid. 2-(b)
occurs when Signer is not corrupted and the document
has not been signed before. 2-(c) means that if some re-
sult for this input is already stored, then FΠ

BSIG returns
the same result. 2-(d) occurs when Signer is corrupted
and no result is stored. In this case FΠ

BSIG returns the
result decided by the simulator because Signer is cor-
rupted and the simulator can control the verification
result. The main role of FΠ

BSIG is to act as an anony-
mous message storage. It stores pairs of messages and
signatures. Each signature can be considered as a tag.
At each signature generation, Signer can know the sig-
nature but cannot know the message signed. Upon re-
ceiving a request for the verification of a signature and
a message, FΠ

BSIG checks if the pair of the message and
the signature is already stored. Surely, FΠ

BSIG is de-
signed to have strong blindness and non-forgeability.



FΠ
BSIG

With User Pi(i = 1, · · · , n), Signer Q, Simulator S.

– Key Generation
1. In the first activation, expect to receive (KeyGen) from Q; upon receipt send it to S.
2. Upon receiving (Key, v) from S, store (Q, v), send (Verification Key, v) to all User and Q.

– Signature Generation
1. Upon receiving (Sign, m, v) from Pi, check that v is already stored. If so (Request, v, Pi) to S. Otherwise, send

(Reject) to Pi.
2. If (Signature, Completed) is received from S, randomly choose σ from Π(m, v), store (m, σ, v, 1), send (Signature,

σ, m) to Pi, and send (Completed) to Q (Given pk and m, Π(m, pk) is the random variable of outputs of honest
User with input pk after interacting with honest Signer with input sk, where (pk, sk) is an output of Gen(1k)
and the probability of Π(m, pk) is over the randomness of User, Signer and Gen). Otherwise, send (Fail) to Pi

and send (Not-completed) to Q.
– Signature Verification

1. Upon receiving (Verify, m′, σ′, v′) from Pj , send it to S.
2. Assume (Verified, m′, φ) is received from S.

(a) if v′ = v and (m′, σ′, v′, 1) is stored, then set f = 1.
(b) else if v′ = v, m′ is never signed and Q is not corrupted, then store (m′, σ′, v′, 0) and set f = 0.
(c) else if (m′, σ′, v′, f ′) is stored, then set f = f ′.
(d) else set f = φ and record (m′, σ′, v′, φ)

3. If f = 1 then send (Accept) to Pj , otherwise send (Reject) to Pj .

Fig. 1. Ideal functionality of blind signatures

4 UC-secure blind signatures are not
equivalent to secure blind signatures

In this section we show;

Theorem 1. The class of UC-secure blind signatures
is a proper subset of that of secure blind signatures for
static adversaries, assuming one-way trapdoor permu-
tations.

First, we show;

Lemma 2. There exists a protocol that is secure but
not UC-secure for static adversaries, assuming the one-
way trapdoor permutations.

Proof. We present an instance of the JLO protocol and
show that it is not UC-secure. The JLO protocol uses
the two-party completeness theorem for realizing blind-
ness. This theorem was shown by Yao and Goldreich,
Micali and Wigderson [13, 8]. They said that for any
two parties A and B where A is given secret input x
and B is given secret input y, and for any polynomial-
time computable function g(·, ·) there exists a protocol
for computing g(x, y) such that nothing except for the
output of the function is revealed to the parties. In [8],
Goldreich, Micali and Wigderson showed at first that
assuming the existence of a trapdoor permutation, any
functionality can be securely realized by a protocol in
the semi-honest adversary model. In the semi-honest
adversary model, even if a party is corrupted it works
according to a prescribed protocol and the adversary
only has access to the state of corrupted parties. Next,
they constructed a protocol compiler that transforms
a protocol in the semi-honest model to work securely
in the malicious adversary model. The compiler makes
each party prove, in zero-knowledge manner, that each
message it sends was honestly made from its input,

its random choice, and the messages it has received so
far. It prevents a corrupted party from diverging from
the protocol without being detected by another honest
party and the adversary is limited to semi-honest be-
havior. Goldreich, Micali and Wigderson showed that
zero-knowledge proof protocol can be constructed as-
suming one-way permutations [7].

We denote by Σ1 the instance of the JLO protocol
that uses as a black box the Blum’s zero-knowledge
proof protocol [1, 3]. The zero-knowledge proof pro-
tocol uses commitments that do not require common
strings, namely that exists in the plain model. We then
construct Σ2 as follows. We replace the commitment
protocol in the zero-knowledge proof protocol in Σ1 by
FCOM, the ideal functionality of commitments defined
in [3]. Here, we show that Σ2 UC-realizes FBSIG. In
[3], it was proved that the Blum’s zero-knowledge proof
protocol in which commitment protocols are replaced
by FCOM UC-realizes FZK, the ideal functionality of
zero-knowledge proofs [5]. Moreover, Canetti, Lindell,
Ostrovsky and Sahai proved that by using FZK, any
two-party functionality can be UC-realized [5]. They in-
troduced the universally composable protocol compiler
which is a UC version of the protocol compiler [8]. No-
tice that if no party is corrupted and the execution
runs honestly then any environment cannot distinguish.
Thus, Σ2 UC-realizes FBSIG.

Here, we assume that Σ1 UC-realizes FBSIG. Then
it holds that Σ1 and Σ2 are indistinguishable. Recall
that the difference between Σ1 and Σ2 is the part of
commitments; Σ1 uses an actual commitment protocol
and Σ2 uses FCOM. Thus, the fact that Σ1 and Σ2 are
indistinguishable means that the commitment protocol
in the zero-knowledge proof protocol in Σ1 UC-realizes
FCOM. If the commitment protocol does not UC-realize
FCOM, that is, there exist Z∗ that distinguishes the



interaction with the protocol and that with FCOM, we
can construct Z that distinguishes the interaction with
Σ1 and that with Σ2 by using Z∗’s output. Canetti and
Fischlin, however, proved that no two-party protocol
can UC-realize FCOM in the plain model [3]. From the
contradiction we can say that Σ1 does not UC-realize
FBSIG.

Next, we show;

Lemma 3. If a blind signature protocol is UC-secure
then it is also secure in the sense of Definition 1.

Proof. We show that if a protocol is not secure it is
not UC-secure. Assume that a protocol is not secure,
that is, there exists an adversary that breaks blind-
ness or non-forgeability. First, consider the case that
blindness is broken and denote by A∗ the adversary
that breaks blindness with the probability ε1. We then
can construct an environment Z∗ as follows. Z∗ cor-
rupts a signer and gets a verification key and a corre-
sponding secret key (v∗, sk∗). Z∗ then sends (v∗, sk∗)
to A∗. When A∗ generates (m0,m1), Z∗ activates a
user with input (Sign,m0, v

∗) and with (Sign, m1, v
∗)

and gets σ(m0) and σ(m1). Z∗ sends {σ(m0), σ(m1)}
to A∗, which means that Z∗ sets b = 0. When A∗ out-
puts b̃, Z∗ outputs it. If Z∗ interacts with the ideal
world then A∗ has no advantage in terms of the guess
so that the probability of b̃ = 0 is 1

2 . On the other hand,
if Z∗ interacts with the real world then the probability
of b̃ = 0 is 1

2 + ε1. Therefore, Z∗ can distinguish the
two worlds with probability ε1.

Next, consider the case that non-forgeability is bro-
ken. We then can construct Z∗ that distinguishes the
two worlds as follows. Let A∗ be the adversary that
breaks non-forgeability with the probability ε2. First,
Z∗ corrupts a user after v∗ is issued by activating a
signer. Z∗ then simulates the interaction with Signer
for A∗ by delivering the outputs of A∗ to corrupted User
and vice versa. When A∗ outputs a list {(m1, σ(m1)),
· · · , (mj , σ(mj))}, where j is truly greater than the
number of interactions between the user and the signer,
Z∗ verifies all pairs with v∗ and gets the results. If
all results are (Accepted), Z∗ outputs 1 and otherwise
outputs 0. If Z∗ interacts with the ideal world then for
a forged pair the result is (Reject). Thus, the proba-
bility that Z∗ outputs 1 is always 0. On the other hand,
if Z∗ interacts the real world then the probability that
Z∗ outputs 1 is ε2. Therefore, Z∗ can distinguish with
ε2.

Consequently, we conclude that if a protocol is not
secure then the protocol is not UC-secure. ut

Lemma 2 and Lemma 3 lead Theorem 1.

5 UC-secure blind signatures are not
equivalent to SB-secure blind signa-
tures

In this section we show;

Theorem 2. The class of UC-secure blind signatures
is a proper subset of that of SB-secure blind signatures
for static adversaries, assuming one-way permutations.

First, we consider the following protocol π1. As in-
put, a user is given m and a signer is given 1k where
k is a security parameter. Before starting the compu-
tations, the signer sends a public key, pk, to the user
and they write pk on their own output tapes. At the
end of the computations, the user additionally writes
σ(m) on its output tape. The user learns nothing about
the signer’s input and the signer learns nothing about
m. We can actually construct such a protocol by using
the two-party completeness theorem (see section 4) [8],
assuming one-way permutations.

Claim. π1 is SB-secure.

Proof. We show if π1 is not SB-secure then the two-
party completeness theorem is broken. First, consider
the case that strong blindness is broken. This case im-
plies that a malicious signer can get some informa-
tion about m, which is clearly contradicts the prop-
erty of zero-knowledge proofs. Next, consider the case
that non-forgeability is broken. It contradicts the two-
party completeness theorem unless π1 is a protocol that
a randomly generated signature passes the verification
with the non-negligible probability. ut

Here, we show;

Lemma 4. π1 is not UC-secure.

Proof. We show that π1 satisfies the condition under
that no two-party protocol can be UC-secure. Canetti,
Kushilevitz and Lindell defined unpredictability and proved
that an unpredictable probabilistic two-party function
f cannot be UC-realized [4]. Let fk : X ×X → {0, 1}∗
be a probabilistic function that is parameterized by k.
They showed the following two definitions;

Definition 3. x1(x2) ∈ X is said a P1(P2)-safe value
for p(·) and k if for every x2(x1) ∈ X and all possible
output values v ∈ {0, 1}∗ it holds that Pr[fk(x1, x2) 6=
v] > 1

p(k) .

Definition 4. f = fk is unpredictable if there exists
a polynomial p(·) such that for infinity k′s, there exist
P1-safe values and P2-safe values for p(·) and k.

Now, the output of π1 includes pk which is generated
by a probabilistic algorithm Gen so that π1 is a proba-
bilistic protocol. We consider fk, P1, x1, P2, x2 and v as
π1, a user, m, a signer, 1k and (pk, σ(m)) respectively.
If a security parameter k is specified 1k is fixed. First,
we show that there exists P1-safe value for p(k) = kc

(where, c is a constant). Assume that there exists no P1-
safe value, that is for any m there exist 1k̂ and (σ̂, p̂k)
such that Pr[π1(m, 1k̂) 6= (σ̂, p̂k)] < 1

p(k) . Now,

Pr[π1(m, 1k̂) 6= (σ̂, p̂k)] <
1

p(k)

⇔ Pr[π1(m, 1k̂) = (σ̂, p̂k)] > 1− 1
p(k)

(1)

Here, we take the strong blindness experiment. After
choosing (m0,m1) A randomly chooses k∗. A then sim-
ulates π1(m0, 1k∗) and gets (σ∗(m0), pk∗). A outputs



(pk∗,m0,m1). When he is given (σb, σ1−b), if k∗ = k̂,
that is, (k∗, σ∗(m0)) = (k̂, σ̂), then, from the expres-
sion (1), A succeeds the guess with probability over
1− 1

p(k) . Here, the probability of k∗ = k̂ is 1
k . Thus, the

probability that A succeeds the guess is greater than
1
k

(
1− 1

p(k)

)
, which contradicts to strong blindness.

Next, we show that there exists a P2-safe value. As
the same with above, we assume that 1k is not a P2-
safe value, that is, for any 1k there exist m̂ and (σ̂, p̂k)
such that

Pr[π1(m̂, 1k) = (σ̂, p̂k)] > 1− 1
p(k)

. (2)

Here, we take non-forgeability experiment. A randomly
chooses k∗, locally runs Gen(1k∗) and gets (pk′, sk′).
A randomly generates m∗, simulates the behavior of
the signer using (pk′, sk′) and gets (m∗, σ(m∗)). After
one interaction with the signer A gets {(m0, σ(m0))},
where π1(m0, 1k0) = (σ(m0), pk0). Now, pk0 is output
by Gen(1k) regardless of m, thus, from the expression
(2), the probability of pk0 = p̂k, that is, (σ(m0), pk0) =
(σ̂, p̂k) is greater than 1 − 1

p(k) . Thus, if k∗ = k0 the

probability of pk′ = p̂k, that is, (σ(m∗), pk′) = (σ̂, p̂k)
is greater than 1− 1

p(k) . Here, V erify(m0, σ(m0), pk0)
surely passes. The probability that V erify(m∗, σ(m∗), pk′),

is greater than
(
1− 1

p(k)

)2

. Because k∗ is randomly

chosen the probability of k∗ = k0 is 1
k . Thus, the proba-

bility that (m∗, σ(m∗)) passes the verification is greater

than 1
k

(
1− 1

p(k)

)2

, which contradicts to non-forgeability.
Therefore, π1 is unpredictable so that we can say

that π1 is not UC-secure. ut
Next, we show;

Lemma 5. If a blind signature protocol is UC-secure
then it is also SB-secure.

Proof. As in the proof of Lemma 3, we show that if
there exist an adversary that breaks SB-security we can
construct an environment that distinguishes the two
worlds. Let A∗ be an adversary that breaks SB-security
with ε. We then construct Z∗ that distinguishes the
two worlds. Because non-forgeability is the same in
Definition 1 and in Definition 2, if A∗ breaks non-
foregeability we can construct Z∗ that distinguishes the
two worlds as described in Lemma 3. Assume that A∗

breaks strong blindness. We then construct Z∗ as fol-
lows. Z∗ runs A∗ locally in itself. First, Z∗ corrupts
a signer and receives A∗’s output. When A∗ outputs
{m0,m1, pk∗} then Z∗ activates a user with m0 and
m1. In each interaction, Z∗ sends a pk∗ as a verifi-
cation key. Z∗ delivers messages from the user to A∗

and vice versa during each interaction. When the user
outputs two signatures σ(m0) and σ(m1), Z∗ sends
{σ(m0), σ(m1)} to A∗ in this order. When A∗ outputs
b̃, Z∗ outputs it. If Z∗ interacts with the ideal world
then A∗ has no advantage in terms of the guess so that
the probability of b̃ = 0 is 1

2 . On the other hand, if
Z∗ interacts with the real world then the probability

of b̃ = 0 is 1
2 + ε. Therefore, Z∗ can distinguish the two

worlds with probability ε. ut
Lemma 4 and Lemma 5 lead Theorem 2.

6 Conclusions

In this paper, we defined the functionality of blind
signatures in the UC framework and showed that con-
ventionally security of blind signatures is truly weaker
than UC-security. we also defined stronger security prop-
erties for blind signatures that guarantee blindness un-
der the condition that honest key generation does not
exist, and showed that the stronger security is also truly
weaker than UC-security.
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